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COURSE REQUIREMENTS AND EXPECTATIONS:  
Attendance: Regular and timely attendance is required. Material will be covered in class that is not 
covered in the readings.  
 

ASSIGNMENTS 
All students must make an oral presentation and submit a ten-page paper rigorously addressing an 
ethical question associated with AI based technology. When choosing a dilemma to address, it 
should have two reasonable sides and some level of tension; or result in different conclusions 
depending on moral approaches applied. You may suggest a resolution or simply present arguments 
in favor of multiple solutions.  In either case, all arguments must be well supported. The paper 
should include a brief literature review and may include practical recommendations. It should 
incorporate both secular and Torah sources. You also must make an oral presentation to the class. 
This will be comprised of two parts: (1) A six-minute video presentation (it may be NO MORE than 
six minutes) and should focus on the key points of your findings, and (2) your ability to answer 
questions from your classmates and professors.  
• Oct 25th - Proposal. Submit a proposal for a topic. You may do this prior to this date insofar 
as we are going to try to avoid overlap with class and other presentations on a first come first served 
basis. 
• Nov 8th: Presentation of initial findings. You must schedule a meeting to discuss direction 
and initial findings with one of the instructors. 
• Dec 1st: You have an option of submitting a rough draft and getting feedback from one of 
the instructors in advance of their presentation (recommended but not mandatory). 
• December 20 and 22: Presentations. 
• Dec 28th: Paper due. Your paper should address issues raised by fellow students and faculty 



https://www.etzion.org.il/en/philosophy/great-thinkers/harav-yehuda-amital/natural-morality-1
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Reproduction and Jewish Law.” Tradition 32 (3). https://www.jstor.org/stable/23261122. 

———. 2013. Contemporary Halakhic Problems. Vol. 3. NY: KTAV. 

Brand, Lukas. 2020. “Why Machines That Talk Still Do Not Think, and Why They Might Nevertheless 

Be Able to Solve Moral Problems.” In Artificial Intelligence: Reflections in Philosophy, 

Theology, and the Social Sciences, edited by BenediktPaul Göcke and Astrid Rosenthal-Von der 

Putten, 203–17. Boston: Brill. 

Brey, Philip. 2010. “Philosophy of Technology after the Empirical Turn.” Techné: Research in 

Philosophy and Technology 14 (1): 36–48. https://doi.org/10.5840/techne20101416. 

Bringsjord, Selmer. 2010. “Meeting Floridi’s Challenge to Artificial Intelligence from the Knowledge-

Game Test for Self-Consciousness.” Metaphilosophy 41 (3): 292–312. 

http://www.jstor.org/stable/24439827. 

Bringsjord, Selmer, Joshua Taylor, Bram van Heuveln, Micah Clark, Ralph Wojtow, and Konstantine 

Arkoudas. 2011. “Piagetian Roboethics via Category Theory.” In Machine Ethics, edited by 

Michael Anderson and Susan Leigh Anderson. NY: Cambridge University Press. 

Broyde, Michael J. 2007. “Just Wars, Just Battles and Just Conduct in Jewish Law: Jewish Law Is Not a 

Suicide Pact!*.” In War and Peace in the Jewish Tradition, edited by Lawrence H Schiffman and 

Joel B Wolowelsky. New York: Michael Scharf Publication Trust of the Yeshiva University 

Press. 

Bryson, Joanna. 2010. “Robots Should Be Slaves.” In Close Engagements with Artificial Companions: 

Key Social, Psychological, Ethical and Design Issues (Natural Language Processing; Vol. 8), 

edited by Y. Wilk, 63–74. John Benjamins Publishing Company. 

https://researchportal.bath.ac.uk/en/publications/robots-should-be-slaves. 

Bunge, Mario. 1977. “Towards a Technoethics.” The Monist 60 (1): 96–107. 

https://www.jstor.org/stable/27902461. 

Cappuccio, Massimiliano L., Anco Peeters, and William McDonald. 2019. “Sympathy for Dolores: Moral 

Consideration for Robots Based on Virtue and Recognition.” Philosophy & Technology 33 (1): 9–

31. https://doi.org/10.1007/s13347-019-0341-y. 

Chalmers, David. 1995. “Facing up to the Problem of Consciousness.” Journal of Consciousness Studies 

2 (3): 200–219. 

———. 2017. “The Virtual and the Real.” Disputatio 9 (46): 309–52. https://doi.org/10.1515/disp-2017-

0009. 

Cholbi, Michael. 2017. “Suicide (Stanford Encyclopedia of Philosophy).” Stanford.edu. 2017. 

https://plato.stanford.edu/entries/suicide/. 

Citron, Danielle, and Robert Chesney. 2019. “Deep Fakes: A Looming Challenge for Privacy, 

https://www.jstor.org/stable/23261122
file:///C:/Users/User/Downloads/10.5840/techne20101416
http://www.jstor.org/stable/24439827
https://researchportal.bath.ac.uk/en/publications/robots-should-be-slaves
https://www.jstor.org/stable/27902461
file:///C:/Users/User/Downloads/10.1007/s13347-019-0341-y
file:///C:/Users/User/Downloads/10.1515/disp-2017-0009
file:///C:/Users/User/Downloads/10.1515/disp-2017-0009
https://plato.stanford.edu/entries/suicide/
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Democracy, and National Security.” California Law Review 107 (6): 1753. 

https://scholarship.law.bu.edu/faculty_scholarship/640. 

Coeckelbergh, Mark. 2013. “The Moral Standing of Machines: Towards a Relational and Non-Cartesian 

Moral Hermeneutics.” Philosophy & Technology 27 (1): 61–77. https://doi.org/10.1007/s13347-

013-0133-8. 

Corbett-Davies, Sam, Emma Pierson, Avi Feller, and Sharad Goel. 2016. “A Computer Pro

https://scholarship.law.bu.edu/faculty_scholarship/640
file:///C:/Users/User/Downloads/10.1007/s13347-013-0133-8
file:///C:/Users/User/Downloads/10.1007/s13347-013-0133-8
https://www.washingtonpost.com/news/monkey-cage/wp/2016/10/17/can-an-algorithm-be-racist-our-analysis-is-more-cautious-than-propublicas/
https://www.washingtonpost.com/news/monkey-cage/wp/2016/10/17/can-an-algorithm-be-racist-our-analysis-is-more-cautious-than-propublicas/
https://hbr.org/2013/04/the-hidden-biases-in-big-data
file:///C:/Users/User/Downloads/10.5214/ans.0972.7531.2009.160207
https://philpapers.org/rec/ELARTF
file:///C:/Users/User/Downloads/10.1093/jaarel/lfm101
https://www.scientificamerican.com/article/dazzled-by-creativity-why-we-excuse-dishonest-acts/
https://www.scientificamerican.com/article/dazzled-by-creativity-why-we-excuse-dishonest-acts/
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Will AI Exceed Human Performance? Evidence from AI Experts.” Journal of Artificial 

Intelligence Research 62 (July): 729–54. https://doi.org/10.1613/jair.1.11222. 

Grau, Chistopher. 2011. “There Is No ‘I’ in ‘Robot.’” In Machine Ethics, edited by Michael Anderson 

and Susan Leigh Anderson. NY: Cambridge University Press. 

Gunkel, David J. 2018. Robot Rights. Cambridge, Mass: MIT Press. 

Ha-Levi, Aaron. (1523) 1978. Sefer HaHinnuch: The Book of [Mizvah] Education. Translated by Charles 

Wengrov. New York: Feldheim. 

Hales, Colin G. 2014. The Revolutions of Scientific Structure. Singapore World Scientific Pub. Co. 

Hao, Karen. 2019. “This Is How AI Bias Really Happens—

file:///C:/Users/User/Downloads/10.1613/jair.1.11222
https://www.technologyreview.com/2019/02/04/137602/this-is-how-ai-bias-really-happensand-why-its-so-hard-to-fix/
https://www.technologyreview.com/2019/02/04/137602/this-is-how-ai-bias-really-happensand-why-its-so-hard-to-fix/
https://medium.com/@mrtz/how-big-data-is-unfair-9aa544d739de
https://www.jstor.org/stable/40914728
file:///C:/Users/User/Downloads/10.2307/1416950
https://www.scientificamerican.com/article/will-democracy-survive-big-data-and-artificial-intelligence/
https://www.scientificamerican.com/article/will-democracy-survive-big-data-and-artificial-intelligence/
file:///C:/Users/User/Downloads/10.1093/oso/9780190905033.003.0007
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and Theology: Are We Special? Human Uniqueness in Science and Theology, edited by Michael 

Fuller, Dirk Evers, Anne Runehov, and Knut-Willy Sæther, 191–207. Springer International 

Publishing. https://doi.org/10.1007/978-3-319-62124-114. 

Johnson, Deborah G, and Keith Miller. 2008a. Computer Ethics : Analyzing Information Technology. 

Upper Saddle River, N.J.: Prentice Hall. 

Johnson, Deborah G., and Keith W. Miller. 2008b. “Un-Making Artificial Moral Agents.” Ethics and 

Information Technology 10 (2-3): 123–33. https://doi.org/10.1007/s10676-008-9174-6. 

Johnson, Gabbrielle M. 2020. “Algorithmic Bias: On the Implicit Biases of Social Technology.” Synthese 

198 (June): 9941–61. https://doi.org/10.1007/s11229-020-02696-y. 

Jonas, Hans. 2000. The Imperative of Responsibility : In Search of an Ethics for the Technological Age. 

Chicago (Ill.): The University Of Chicago Press. 

Kastrup, Bernardo. 2017. “An Ontological Solution to the Mind-Body Problem.” Philosophies 2 (4): 10. 

https://doi.org/10.3390/philosophies2020010. 

———. 2018. “Sentient Robots, Conscious Spoons and Other Cheerful Follies.” Scientific American. 

2018. http://blogs.scientificamerican.com/observations/sentient-robots-conscious-spoons-and-

other-cheerful-follies. 

Keynes, John Maynard. (1930) 2009. “Economic Possibilities for Our Grandchildren.” In Essays in 

Persuasion. New York: Classic House Books. 

http://www.econ.yale.edu/smith/econ116a/keynes1.pdf. 

Klapper, Aryeh, Benjamin Ish-Shalom, and Michael J. Broyde. 2006. CONVERSATION: Halakhah and 

Morality in Modern Warfare. 6th ed. Vol. 1. Meorot. 

http://www.edah.org/backend/journalarticle/conversation%20-%20final.pdf. 

Kogan, Brain S. 1989. “‘What Can We Know and When Can We Know It’? Maimonides on the Active 

Intelligence and Human Cognition.” In Moses Maimonides and His Time, edited by Eric L 

Ormsby, 121–37. Washington, D.C.: Catholic University of America Press. 

Kozlowska, Iga. 2018. “Facebook and Data Privacy in the Age of Cambridge Analytica.” The Henry M. 

Jackson School of Internatio

file:///C:/Users/User/Downloads/10.1007/978-3-319-62124-114
file:///C:/Users/User/Downloads/10.1007/s10676-008-9174-6
file:///C:/Users/User/Downloads/10.1007/s11229-020-02696-y
file:///C:/Users/User/Downloads/10.3390/philosophies2020010
http://blogs.scientificamerican.com/observations/sentient-robots-conscious-spoons-and-other-cheerful-follies
http://blogs.scientificamerican.com/observations/sentient-robots-conscious-spoons-and-other-cheerful-follies
http://www.econ.yale.edu/smith/econ116a/keynes1.pdf
http://www.edah.org/backend/journalarticle/conversation%20-%20final.pdf
https://jsis.washington.edu/news/facebook-data-privacy-age-cambridge-analytica/
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Nozick, Robert. 1974. “The Experience Machine (Excerpted).” 

https://rintintin.colorado.edu/~vancecd/phil3160/Nozick1.pdf. 

Nyholm, Sven. 2020. Humans and Robots : Ethics, Agency, and Anthropomorphism. NY: Rowman & 

Littlefield Publishing Group. 

Orend, Brian. 2006. The Morality of War. Peterborough, Ont.: Broadview Press. 

Penrose, Roger. 1991. The Emperor’s New Mind : Concerning Computers, Minds and the Laws of 

Physics. NY: Penguin. 

Petersen, Steve. 2017. “Is It Good for Them Too? Ethical Concern for the Sexbots.” In Robot Sex: Social 

Implications and Ethical, edited by John Danaher and Neil McArthur, 155–71. Cambridge, USA: 

MIT Press. 

Pimple, Kenneth, ed. 2013. 

https://rintintin.colorado.edu/~vancecd/phil3160/Nozick1.pdf
file:///C:/Users/User/Downloads/10.1007/978-94-007-6833-8_8
https://www.holybooks.com/wp-content/uploads/plato-complete-works.pdf
file:///C:/Users/User/Downloads/10.1007/s10677-015-9563-y
file:///C:/Users/User/Downloads/10.1353/ken.2017.0025
https://philpapers.org/rec/RINDAT
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https://doi.org/10.1057/9781137349088. 

Schneider, Susan. 2019. “Should You Add a Microchip to Your Brain?” The New York Times, June 10, 

2019, sec. Opinion. https://www.nytimes.com/2019/06/10/opinion/future-artificial-intelligence-

transhumanism.html. 

Scholem, Gershom Gerhard. 1969. On the Kabbalah and Its Symbolism. New York: Schocken Books. 

Searle, John R. 1980. “Minds, Brains, and Programs.” Behavioral and Brain Sciences 3 (03): 417–57. 

https://doi.org/10.1017/s0140525x00005756. 

Sebo, Jeff. 2018. “The Moral Problem of Other Minds.” The Harvard Review of Philosophy 25: 51–70. 

https://doi.org/10.5840/harvardreview20185913. 

Shatz, David. 1996. “Beyond Obedience: Walter Wurzburger’s Ethics of Responsibility.” Tradition 30 

(2): 74–95. 

———. 2007. “Introduction.” In War and Peace in the Jewish Tradition, edited by Lawrence H 

Schiffman and Joel B Wolowelsky. New York: Michael Scharf Publication Trust of the Yeshiva 

University Press. 

———. 2012. Ethical Theories in the Orthodox Movement. Oxford Handpor

. 

University Press.
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