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MS in Artificial Intelligence 
Course Descriptions 
 
Artificial Intelligence  
Prerequisites: Data Acquisition and Management; Computational Statistics and Probability 
Artificial Intelligence (AI) is an interdisciplinary field, integrating knowledge and methods from computer 
science, mathematics, philosophy, psychology, economics, neuroscience, linguistics, and biology.  
Intelligent agents mimic cognitive functions to implement intelligent behaviors such as perception, 
reasoning, communication, and acting in symbolic and computational models. AI is used in a wide range 
of narrow applications, from medical diagnosis to speech recognition to bot control. 
 
The autonomous single, multiple, and adversarial agents that students build in this course will support 
fully observable and partially observable decisions in both deterministic and stochastic environments.  
Topics covered include search, constraint satisfaction, Markov decision processes, planning, knowledge 
representation, reasoning under uncertainty, graphical models, and reinforcement learning.  The 
techniques and technologies mastered here will provide the foundational knowledge for the ongoing 
study and application of AI in other applications across practice areas. 
 
Computational Statistics and Probability  
Arguably, most of data science is statistical learning, which requires strong foundational knowledge in 
probability and statistics. And applying computational methods such as direct simulation, shuffling, 
bootstrapping, and cross-validation to statistical problems is often more intuitive, and intuitive and can 
provide solutions where analytical methods would prove computationally intractable. This course 
introduces students to the statistical analysis of data using modern computational methods and 
software. Probability, descriptive statistics, inferential statistics and computation methods such as 
simulations sample distributions, shuffling, bootstrapping, and cross-validation will be covered. 
 
Data Acquisition and Management  
Data Acquisition and Management focuses on the data structures, data design patterns, algorithms, 
methods, and best practices for the pre-modeling phases of data science workflows, including problem 
formulation, gather, analyze, explore, model, and communicate, analytics programming focuses on the 
gather, analyze, and explore workflow steps. This comprises the “data wrangling” work which is where 
most data scientists spend the majority of their time. Because data science is iterative, this preparatory 
work informs the modeling phase. Often, the creation and validation of new models requires going back 
for additional data, different data transformations, and exploration of data distributions. In short, every 
effective data scientist needs to master analytics programming. Course topics include reading from or 
writing to databases, text files, and the web; shaping data into “tidy” data frames, exploratory data 
analysis, data imputations, feature engineering, and feature scaling. 
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Machine Learning  
Prerequisites: Data Acquisition and Management; Computational Statistics and Probability 
In classical programming, answers are obtained from rules and data. In machine learning, rules are 
obtained from data and answers. The widespread availability and sharing of data, and improvements in 
computing capacity, processing methods, and algorithms have given machine learning the power to 
deliver game-changing systems and technologies to organizations that compete on predictive, 
prescriptive, and/or autonomous analyt
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student and faculty body. Faculty will provide students with mentorship and feedback at each stage of 



4 
 

These explanatory visualizations often require higher production values, interactivity, and guiding text. In 
this course, students apply the concepts, methods, and best practices of data visualization to create 
reproducible, code-based exploratory and explanatory data visualizations. 
 
Natural Language Processing  
Prerequisites: Machine Learning; Neural Networks and Deep Learning 
Natural Language Processing lives at the intersection of machine learning, artificial intelligence, and 
linguistics. It is the key to unlocking vast amounts of human-generated, unstructured data. The 
increased availability of corpuses of text data, the wide availability of cheap distributed systems, 
improvements in neural network algorithms, and increased access to graphical processing units (GPUs) 
have improved the performance and accuracy of entire families of once computationally intractable 
problems, making these commercially feasible.  
 
This course explores a series of text and voice processing use cases, including sentiment analysis and 
topic modeling. It is the key to unlocking vast amounts of human-generated, unstructured data. Along 
the way, students gain experience working with supervised and unsupervised methods using both 


